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What we are doing?
A complete independent AI auditing and certification platform

1. Comprehensive testing:

• Bias and fairness testing

• Drift and reliability testing

• Security testing against adversaries

• Empirical robustness testing

• Privacy testing

2. Ready-made assessments

3. Automated AI Certification

4. Collaboration on auditing process
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The Founding Team

Yunus Bulut 
as CEO & CTO 

AI researcher at KIT
3.5 times entrepreneur

Prof. Dr. Michael Beigl
as Academic Advisor

Full professor at KIT 
The chair of TECO

Dr. Till Riedel
as Academic Advisor

Lab leader of TECO

Dr. Kerim Galal
as Business Advisor

Ex-CEO of DEKRA DIGITAL
Head of Corporate Development at Trumpf
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Funding

We’re getting funding from the BMBF in the scope of the StartUpSecure KASTEL program.
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History

06.2021

Incubation

08.2022

Funding 

Application

06.2023

Funding Start

06.2024

Second Phase of 

Funding

05.2025

End of Funding

10.2023

Working Hard
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Challenges of a university spin-off

Achieving product-market fit

Building a team

Getting funding

Guidance in foundation process

Prototyping

Reformulating research as a business 
problem

Sensing practical value in research
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Opportunities for a university spin-off

Network

KIT 
Gründerschmiede

KIT IRM

Researchers

Students

Funding

Research grants

EXIST

StartUpSecure
KASTEL

KIT investment

Credibility

Being a KIT spin-
off

Getting funding 
from BMBF

Reach 
Out

Collaboration with 
researchers

Collaboration with 
industry

KIT events & 
organizations
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